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Abstract. The problem of tracking a varying number of non-rigid ob-
jects has two major difficulties. First, the observation models and target
distributions can be highly non-linear and non-Gaussian. Second, the
presence of a large, varying number of objects creates complex inter-
actions with overlap and ambiguities. To surmount these difficulties, we
introduce a vision system that is capable of learning, detecting and track-
ing the objects of interest. The system is demonstrated in the context of
tracking hockey players using video sequences. Our approach combines
the strengths of two successful algorithms: mixture particle filters and
Adaboost. The mixture particle filter [17] is ideally suited to multi-target
tracking as it assigns a mixture component to each player. The crucial
design issues in mixture particle filters are the choice of the proposal
distribution and the treatment of objects leaving and entering the scene.
Here, we construct the proposal distribution using a mixture model that
incorporates information from the dynamic models of each player and the
detection hypotheses generated by Adaboost. The learned Adaboost pro-
posal distribution allows us to quickly detect players entering the scene,
while the filtering process enables us to keep track of the individual play-
ers. The result of interleaving Adaboost with mixture particle filters is a
simple, yet powerful and fully automatic multiple object tracking system.

1 Introduction

Automated tracking of multiple objects is still an open problem in many settings,
including car surveillance [10], sports [12, 13] and smart rooms [6] among many
others [5, 7, 11]. In general, the problem of tracking visual features in complex
environments is fraught with uncertainty [6]. It is therefore essential to adopt
principled probabilistic models with the capability of learning and detecting the
objects of interest. In this work, we introduce such models to attack the problem
of tracking a varying number of hockey players on a sequence of digitized video
from TV.

Over the last few years, particle filters, also known as condensation or se-
quential Monte Carlo, have proved to be powerful tools for image tracking [3,
8, 14, 15]. The strength of these methods lies in their simplicity, flexibility, and
systematic treatment of nonlinearity and non-Gaussianity.
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Various researchers have attempted to extend particle filters to multi-target
tracking. Among others, Hue et. al [5] developed a system for multitarget track-
ing by expanding the state dimension to include component information, as-
signed by a Gibbs sampler. They assumed a fixed number of objects. To manage
a varying number of objects efficiently, it is important to have an automatic
detection process. The Bayesian Multiple-BLob tracker (BraMBLe) [7] is an
important step in this direction. BraMBLe has an automatic object detection
system that relies on modeling a fixed background. It uses this model to identify
foreground objects (targets). In this paper, we will relax this assumption of a
fixed background in order to deal with realistic TV video sequences, where the
background changes.

As pointed out in [17], particle filters may perform poorly when the posterior
is multi-modal as the result of ambiguities or multiple targets. To circumvent this
problem, Vermaak et al introduce a mixture particle filter (MPF), where each
component (mode or, in our case, hockey player) is modelled with an individual
particle filter that forms part of the mixture. The filters in the mixture interact
only through the computation of the importance weights. By distributing the
resampling step to individual filters, one avoids the well known problem of sample
depletion, which is largely responsible for loss of track [17].

In this paper, we extend the approach of Vermaak et al. In particular, we use
a cascaded Adaboost algorithm [18] to learn models of the hockey players. These
detection models are used to guide the particle filter. The proposal distribution
consists of a probabilistic mixture model that incorporates information from
Adaboost and the dynamic models of the individual players. This enables us to
quickly detect and track players in a dynamically changing background, despite
the fact that the players enter and leave the scene frequently. We call the resulting
algorithm the Boosted Particle Filter (BPF).

2 Statistical Model

In non-Gaussian state-space models, the state sequence {xt; t ∈ N},xt ∈ R
nx , is

assumed to be an unobserved (hidden) Markov process with initial distribution
p(x0) and transition distribution p(xt|xt−1), where nx is the dimension of the
state vector. In our tracking system, this transition model corresponds to a
standard autoregressive dynamic model. The observations {yt; t ∈ N

∗},yt ∈
R

ny , are conditionally independent given the process {xt; t ∈ N} with marginal
distribution p(yt|xt), where ny is the dimension of the observation vector.

2.1 Observation model

Following [14], we adopt a multi-color observation model based on Hue-Saturation-
Value (HSV) color histograms. Since HSV decouples the intensity (i.e., value)
from color (i.e., hue and saturation), it is reasonably insensitive to illumination
effects. An HSV histogram is composed of N = NhNs + Nv bins and we denote
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Color histogram of a player (LEFT: white uniform RIGHT: red uniform)

Fig. 1. Color histograms: This figure shows two color histograms of selected rect-
angular regions, each of which is from a different region of the image. The player on left
has uniform whose color is the combination of dark blue and white and the player on
right has a red uniform. One can clearly see concentrations of color bins due to limited
number of colors. In (a) and (b), we set the number of bins, N = 110, where Nh, Ns,
and Nv are set to 10.

bt(d) ∈ {1, . . .N} as the bin index associated with the color vector yt(k) at a
pixel location d at time t. Figure 1 shows two instances of the color histogram.
If we define the candidate region in which we formulate the HSV histogram as
R(xt) , lt + stW , then a kernel density estimate K(xt) , {k(n;xt)}n=1,...,N of
the color distribution at time t is given by [1, 14]:

k(n;xt) = η
∑

d∈R(xt)

δ[bt(d) − n] (1)

where δ is the delta function, η is a normalizing constant which ensures k to
be a probability distribution,

∑N

n=1 k(n;xt) = 1, and a location d could be any
pixel location within R(xt). Eq. (1) defines k(n;xt) as the probability of a color
bin n at time t.

If we denote K∗ = {k∗(n;x0)}n=1,...,N as the reference color model and K(xt)
as a candidate color model, then we need to measure the data likelihood (i.e.,
similarity) between K∗ and K(xt). As in [1, 14], we apply the Bhattacharyya
similarity coefficient to define a distance ξ on HSV histograms. The mathematical
formulation of this measure is given by [1]:

ξ[K∗,K(xt)] =

[

1 −

N
∑

n=1

√

k∗(n;x0)k(n;xt)

]

1

2

(2)

Statistical properties of near optimality and scale invariance presented in [1]
ensure that the Bhattacharyya coefficient is an appropriate choice of measuring
similarity of color histograms. Once we obtain a distance ξ on the HSV color
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histograms, we use the following likelihood distribution given by [14]:

p(yt|xt) ∝ e−λξ2[K∗,K(xt)] (3)

where λ = 20. λ is suggested in [14, 17], and confirmed also on our experiments.
Also, we set the size of bins Nh, Ns, and Nv as 10.

The HSV color histogram is a reliable approximation of the color density
on the tracked region. However, a better approximation is obtained when we
consider the spatial layout of the color distribution. If we define the tracked
region as the sum of r sub-regions R(xt) =

∑r

j=1 Rj(xt), then we apply the
likelihood as the sum of the reference histograms {k∗

j }j=1,...,r associated with
each sub-region by [14]:

p(yt|xt) ∝ e
P

r
j=1

−λξ2[K∗

j ,Kj(xt)] (4)

Eq. (4) shows how the spatial layout of the color is incorporated into the data
likelihood. In Figure 2, we divide up the tracked regions into two sub-regions
in order to use spatial information of the color in the appearance of a hockey
player.

Fig. 2. Multi-part color likelihood model: This figure shows our multi-part color
likelihood model. We divide our model into two sub-regions and take a color histogram
from each sub-region so that we take into account the spatial layout of colors of two
sub-regions.

For hockey players, their uniforms usually have a different color on their
jacket and their pants and the spatial relationship of different colors becomes
important.

2.2 The Filtering Distribution

We denote the state vectors and observation vectors up to time t by x0:t ,

{x0 . . .xt} and y0:t. Given the observation and transition models, the solution
to the filtering problem is given by the following Bayesian recursion [3]:

p(xt|y0:t) =
p(yt|xt)p(xt|y0:t−1)

p(yt|y0:t−1)

=
p(yt|xt)

∫

p(xt|xt−1)p(xt−1|y0:t−1)dxt−1
∫

p(yt|xt)p(xt|y0:t−1) dxt

(5)
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To deal with multiple targets, we adopt the mixture approach of [17]. The
posterior distribution, p(xt|y0:t), is modelled as an M -component non-parametric
mixture model:

p(xt|y0:t) =

M
∑

j=1

Πj,tpj(xt|y0:t) (6)

where the mixture weights satisfy
∑M

m=1 Πm,t = 1. Using the the filtering dis-
tribution, pj(xt−1|y0:t−1), computed in the previous step, the predictive distri-
bution becomes

p(xt|y0:t−1) =

M
∑

j=1

Πj,t−1pj(xt|y0:t−1) (7)

where pj(xt|y0:t−1) =
∫

p(xt|xt−1)pj(xt−1|y0:t−1)dxt−1. Hence, the updated
posterior mixture takes the form

p(xt|y0:t) =

∑M

j=1 Πj,t−1pj(yt|xt)pj(xt|y0:t−1)
∑M

k=1 Πk,t−1

∫

pk(yt|xt)pk(xt|y0:t−1) dxt

=

M
∑

j=1

[

Πj,t−1

∫

pj(yt|xt)pj(xt|y0:t−1) dxt
∑M

k=1 Πk,t−1

∫

pk(yt|xt)pk(xt|y0:t−1) dxt

]

×

[

pj(yt|xt)pj(xt|y0:t−1)
∫

pj(yt|xt)pj(xt|y0:t−1) dxt

]

=
M
∑

j=1

Πj,tpj(xt|y0:t)

(8)

where the new weights (independent of xt) are given by:

Πj,t =

[

Πj,t−1

∫

pj(yt|xt)pj(xt|y0:t−1) dxt
∑M

k=1 Πk,t−1

∫

pk(yt|xt)pk(xt|y0:t−1) dxt

]

Unlike a mixture particle filter by [17], we have M different likelihood distri-
butions, {pj(yt|xt)}j=1...M . When one or more new objects appear in the scene,
they are detected by Adaboost and automatically initialized with an observa-
tion model. Using a different color-based observation model allows us to track
different colored objects.

3 Particle Filtering

In standard particle filtering, we approximate the posterior p(xt|y0:t) with a
Dirac measure using a finite set of N particles {xi

t}i=1···N . To accomplish this,
we sample candidate particles from an appropriate proposal distribution x̃i

t ∼
q(xt|x0:t−1,y0:t) (In the simplest scenario, it is set as q(xt|x0:t−1,y0:t) = p(xt|xt−1),
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yielding the bootstrap filter [3]) and weight these particles according to the fol-
lowing importance ratio:

wi
t = wi

t−1

p(yt|x̃
i
t)p(x̃i

t|x
i
t−1)

q(x̃i
t|x

i
0:t−1,y0:t)

(9)

We resample the particles using their importance weights to generate an un-
weighted approximation of p(xt|y0:t). In the mixture approach of [17], the parti-
cles are used to obtain the following approximation of the posterior distribution:

p(xt|y1:t) ≈

M
∑

j=1

Πj,t

∑

i∈Ij

wi
tδxi

t
(xt)

where Ij is the set of indices of the particles belonging to the j-th mixture
component. As with many particle filters, the algorithm simply proceeds by
sampling from the transition priors (note that this proposal does not use the
information in the data) and updating the particles using importance weights
derived from equation (8); see Section 3 of [17] for details.

In [17], the mixture representation is obtained and maintained using a simple
K-means spatial reclustering algorithm. In the following section, we argue that
boosting provides a more satisfactory solution to this problem.

4 Boosted Particle Filter

The boosted particle filter introduces two important extensions of the MPF.
First, it uses Adaboost in the construction of the proposal distribution. This
improves the robustness of the algorithm substantially. It is widely accepted
that proposal distributions that incorporate the recent observations (in our case,
through the Adaboost detections) outperform naive transition prior proposals
considerably [15, 16]. Second, Adaboost provides a mechanism for obtaining and
maintaining the mixture representation. This approach is again more powerful
than the naive K-means clustering scheme used for this purpose in [17]. In par-
ticular, it allows us to detect objects leaving and entering the scene efficiently.

4.1 Adaboost Detection

We adopt the cascaded Adaboost algorithm of Viola and Jones [18], originally
developed for detecting faces. In our experiments, a 23 layer cascaded classifier
is trained to detect hockey players. In order to train the detector, a total of 6000
figures of hockey players are used. These figures are scaled to have a resolution
of 10 × 24 pixels. In order to generate such data in a limited amount of time,
we speed the selection process by using a program to extract small regions of
the image that most likely contain hockey players. Simply, the program finds
regions that are centered on low intensities (i.e., hockey players) and surrounded
by high intensities (i.e., rink surface). However, it is important to note that the
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data generated by such a simple script is not ideal for training Adaboost, as
shown in Figure 3. As a result, our trained Adaboost produces false positives
alongside the edge of the rink shown in (c) of Figure 4. More human intervention
with a larger training set would lead to better Adaboost results, although failures
would still be expected in regions of clutter and overlap. The non-hockey-player
subwindows used to train the detector are generated from 100 images manually
chosen to contain nothing but the hockey rink and audience. Since our tracker
is implemented for tracking hockey scenes, there is no need to include training
images from outside the hockey domain.

Fig. 3. Training set of images for hockey players: This figure shows a part of
the training data. A total of 6000 different figures of hockey players are used for the
training.

The results of using Adaboost in our dataset are shown in Figure 4. Adaboost
performs well at detecting the players but often gets confused and leads to many
false positives.

(a) (b) (c)

Fig. 4. Hockey player detection result: This figure shows results of the Adaboost
hockey detector. (a) and (b) shows mostly accurate detections. In (c), there are a set
of false positives detected on audience by the rink.



www.manaraa.com

4.2 Incorporating Adaboost in the Proposal Distribution

It is clear from the Adaboost results that they could be improved if we consid-
ered the motion models of the players. In particular, by considering plausible
motions, the number of false positives could be reduced. For this reason, we in-
corporate Adaboost in the proposal mechanism of our MPF. The expression for
the proposal distribution is given by the following mixture.

q∗B(xt|x0:t−1,y1:t) = αqada(xt|xt−1,yt) + (1 − α)p(xt|xt−1) (10)

where qada is a Gaussian distribution that we discuss in the subsequent para-
graph (See Figure 5). The parameter α can be set dynamically without affecting
the convergence of the particle filter (it is only a parameter of the proposal
distribution and therefore its influence is corrected in the calculation of the im-
portance weights). When α = 0, our algorithm reduces to the MPF of [17]. By
increasing α we place more importance on the Adaboost detections. We can
adapt the value of α depending on tracking situations, including cross overs,
collisions and occlusions.

Note that the Adaboost proposal mechanism depends on the current obser-
vation yt. It is, therefore, robust to peaked likelihoods. Still, there is another
critical issue to be discussed: determining how close two different proposal dis-
tributions need to be for creating their mixture proposal. We can always apply
the mixture proposal when qada is overlaid on a transition distribution modeled
by autoregressive state dynamics. However, if these two different distributions
are not overlapped, there is a distance between the mean of these distributions.

If a Monte Carlo estimation of a mixture component by a mixture particle
filter overlaps with the nearest cluster given by the Adaboost detection algo-
rithm, we sample from the mixture proposal distribution. If there is no overlap
between the Monte Carlo estimation of a mixture particle filter for each mixture
component and clusters given by the Adaboost detection, then we set α = 0 so
that our proposal distribution takes only a transition distribution of a mixture
particle filter.

5 Experiments

This section shows BPF tracking results on hockey players in a digitized video
sequence from broadcast television. The experiments are performed using our
non-optimized implementation in C on a 2.8 GHz Pentium IV.

Figure 6 shows scenes where objects are coming in and out. In this figure, it is
important to note that no matter how many objects are in the scene, the mixture
representation of BPF is not affected and successfully adapts to the change. For
objects coming into the scene, in (a) of the figure, Adaboost quickly detects a
new object in the scene within a short time sequence of only two frames. Then
BPF immediately assigns particles to an object and starts tracking it.

Figure 7 shows the Adaboost detection result in the left column, a frame
number in the middle, and BPF tracking results on the right. In Frame 32
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Fig. 5. Mixture of Gaussians for the proposal distribution.

and 33, a small crowd of three players in the middle of the center circle on
the rink are not well detected by Adaboost. This is an example of the case
in which Adaboost does not work well in clutter. There are only two windows
detected by Adaboost. However, BPF successfully tracks three modes in the
cluttered environment. Frames 34 and 35 show another case when Adaboost
fails. Since Adaboost features are based on different configurations of intensity
regions, it is highly sensitive to a drastic increase/decrease of the intensity. The
average intensity of the image is clearly changed by a camera flash in Frame 34.
The number of Adaboost detections is much smaller in a comparison with the
other two consecutive frames. However, even in the case of an Adaboost failure,
mixture components are well maintained by BPF, which is also clearly shown in
Frame 205 in the figure.

6 Conclusions

We have described an approach to combining the strengths of Adaboost for ob-
ject detection with those of mixture particle filters for multiple-object tracking.
The combination is achieved by forming the proposal distribution for the par-
ticle filter from a mixture of the Adaboost detections in the current frame and
the dynamic model predicted from the previous time step. The combination of
the two approaches leads to fewer failures than either one on its own, as well as
addressing both detection and consistent track formation in the same framework.

We have experimented with this boosted particle filter in the context of
tracking hockey players in video from broadcast television. The results show
that most players are successfully detected and tracked, even as players move in
and out of the scene. We believe results can be further improved by including
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more examples in our Adaboost training data for players that are seen against
non-uniform backgrounds. Further improvements could be obtained by dynamic
adjustment of the weighting parameter selecting between the Adaboost and dy-
namic model components of the proposal distribution. Adopting a probabilistic
model for target exclusion [11] may also improve our BPF tracking.
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(a) Before a new player appears (b) 2 frames after

(c) Before two players disappear (d) 8 frames after

Fig. 6. Objects appearing and disappearing from the scene: This is a demon-
stration of how well BPF handles objects randomly coming in and out of the scene.
(a) and (b) show that a new player that appears in the top left corner of the image is
successfully detected and starts to get tracked. (c) and (d) show that two players are
disappearing from the scene to left.
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32

33

34

35

205
(a) Adaboost detection result (b) BPF tracking

Fig. 7. BPF tracking result: The results of Adaboost detection are shown on the
left, with the corresponding boosted particle filter results on the right.
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